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Moments, positive polynomials and the Christoffel
function

Jean B. Lasserre
LAAS-CNRS & Institute of Mathematics, Université de Toulouse
lasserre@laas.fr

In the first part of the talk we briefly describe the Moment-SOS hierarchy [1, 2], a methodology to solve the
Generalized Moment Problem(GMP) with algebraic data, whose list of potential applications is almost endless,
and global optimization being its simplest instance. In a second part we briefly consider the inverse problem
of recovering the algebraic boundary of a basic semi-algebraic set from the sole knowledge of moments of the
Lebesgue measure on the set [4]. Finally, the third part of the talk is devoted to the Christoffel function [3], a
well-known tool in theory of approximation and orthogonal polynomials. We will describe how it nicely connects
with the first two parts of the talk, in particular for recovering the graph of a function from moments of the
measure supported on the graph, but also for its role in a key aspect of algorithmic polynomial optimization.
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Generalized sparse grid methods and applications

Michael Griebel
Institut fiir Numerische Simulation, Universitat Bonn, Germany
griebel@ins.uni-bonn.de

High-dimensional problems appear in various mathematical models. Their numerical approximation involves
the well-known curse of dimension, which renders any direct discretization obsolete. One approach to circumvent
this issue, at least to some extent, is the use of generalized sparse grid methods, which can exploit additional
smoothness properties if present in the underlying problem.

In this talk, we will discuss the main principles and basic features of generalized sparse grids and show their
application in such diverse areas as econometrics, fluid dynamics, quantum chemistry, uncertainty quantification
and machine learning.



Computing with isometries and developable surfaces

Johannes Wallner
TU Graz
j.wallner@tugraz.at

Developable surfaces constitute a prominent class of surfaces, besides being important for applications — they
represent the shapes of thin sheet material as it bends from a flat state into space without stretching or tearing.
Unfortunately, geometric modeling with developables is a notoriously difficult subject, and consequently there
has been a great number of individual contributions to it. Nearly all of the well-known geometric properties
of developables have been pressed into service for characterizing developability for different kinds of surface
representations. These include global ones like the existence of an orthgonal network of geodesic curves, local
ones like vanishing Gauss curvature, or the special geometry of tangent planes and rulings which developables are
known to possess. Quite a few of these properties have led to effective computational treatments of developables,
often by means of global optimization.

This presentation reports on some progress made in recent years. For example, both splines and meshes
have been successfully used to model developables with curved creases [4, 1]. Very promising approaches to
developability arise in connection with so-called checkerboard patterns which are associated to general quad
meshes with regular combinatorics. One way to use them is to model developables not directly, but via isometric
mappings from a planar domain. As it turns out, the possibility of modeling isometric mappings is highly useful
in its own right [2, 3]. We do not believe that the checkerboard pattern method is exhausted yet, and in fact
work on this topic is ongoing.
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Global constraints in Hermite interpolation problems

Rida T. Farouki
University of California Davis
farouki@ucdavis.edu

Hermite interpolation of discrete data — points, tangents, curvatures, etc. — is a common approach to the
construction of planar and spatial curves. The imposition of global (integral) constraints is more difficult, and
therefore less commonly considered. We consider two types of global constraints that can be exactly achieved
by using Pythagorean—hodograph curves. The first is the imposition of an exact arc length for the interpolant,
and it is shown that this can be achieved for both for planar and spatial G' end-point data by use of quintic
Pythagorean—hodograph curves [1, 2]. The second constraint involves the construction of a rational adapted
orthonormal frame (comprising the curve tangent and two unit vectors spanning the curve normal plane) that
satisfies prescribed initial/final orientations. Since the well-known rotation—minimizing frames are solutions of
an initial-value problem, they are incompatible with this constraint. Consequently, the minimal-twist frame is
introduced — an orthonormal frame with prescribed initial and final instances, with the least possible value for
the integral of the tangent component of its angular velocity. The construction of rational minimal twist frames
on both open and smooth closed-loop Pythagorean—hodograph curves is demonstrated [3, 4].

Joint work with: Soo Hyun Kim, Hwan Pyo Moon.
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Geometry Processing with Intrinsic Triangulations

Keenan Crane
Carnegie Mellon University
keenanc@andrew. cmu.edu

The intrinsic viewpoint was a hallmark of 19th century geometry, enabling one to reason about shapes
without needing to consider an embedding in space—and leading to major developments in the 20th century
such as Einstein’s theory of general relativity. Yet 21st century digital geometry processing still largely adopts an
extrinsic mindset, where the geometry of a polyhedral surface is expressed via vertex positions in n-dimensional
space. This talk explores how the intrinsic view of polyhedral surfaces helps relax some standard assumptions
in geometric computing, leading to algorithms that are often more flexible and numerically more robust. In
particular we will examine fundamental data structures for intrinsic triangulations, extensions of important
triangulation algorithms to curved surfaces,



Designing Invariant and Equivariant Neural Networks

Yaron Lipman
Weizmann Institute, Meta Al
yaron.lipman@weizmann.ac.il,ylipman@fb.com

Many tasks in machine learning (ML) require learning functions that are invariant or equivariant with respect
to symmetric transformations of the data. For example, graph classification is invariant to permutations of its
nodes, while recognizing the shape of a point cloud is invariant to both permutation and Euclidean motion of its
points. Designing parameteric models (i.e., neural networks) that are by construction invariant or equivariant to
symmetries of the data has been proven successful in many ML tasks involving data such as images, sets and
point-clouds, and graphs. In designing invariant/equivariant neural network model there are few factors that
should be taken into account: (i) The expressive/approximation power of the model; (ii) the computational and
memory complexity of the model; (iii) the model’s practical performance (inductive bias).

In this talk I will review two methodologies for designing invariant/equivariant networks: The intrinsic
method, and the extrinsic method. The intrinsic method first characterizes invariant/equivariant primitive
functions, such as linear transformations, and then composes these with non-linear activations to build the
final parametric model. Extrinsic methods, on the other hand, apply symmetrization to general parametric
functions. In the talk I will review some earlier works in this space, and provide an in-depth description of
Frame Averaging, a recent symmetrization approach, that in some cases allows designing efficient and maximally
expressive invariant/equivariant models.

Joint work with: Omri Puny, Matan Atzmon, Heli Ben-Hamu, Ishan Misra, Aditya Grover, Edward J. Smith



Approximation of Measures by
Measures supported on Curves

Gabriele Steidl
TU Berlin
steidl@math.tu-berlin.de

The approximation of probability measures on manifolds by measures supported in lower dimensions is a
classical task in approximation and complexity theory with a wide range of applications. In this talk, we focus
on measures supported on curves, where we highlight two approaches:

i)

ii)

Principal curves are natural generalizations of principal lines arising as first principal components in the
Principal Component Analysis. They can be characterized from a stochastic point of view as so-called
self-consistent curves based on the conditional expectation and from the variational-calculus point of view
as saddle points of the expected difference of a random variable and its projection onto some curve, where
the current curve acts as argument of the energy functional. We show that principal curves in R? can be
computed as solutions of a system of ordinary differential equations and we provide several examples for
principal curves related to the uniform distribution on certain domains, see [1].

Discrepancy minimizing curves aim to minimize so-called discrepancies between measures. Besides proving
optimal approximation rates in terms of the curve’s length and Lipschitz constant, we are interested in the
numerical minimization of the discrepancy between a given probability measure and the set of push-forward
measures of Lebesgue measures on the unit interval by Lipschitz curves. We present numerical examples
for measures on the 3-dimensional torus, the 2-sphere, the rotation group on R? and the Grassmannian of
all 2-dimensional linear subspaces of R3. Our algorithm of choice is a conjugate gradient method on these
manifolds, which incorporates second-order information. For efficient gradient and Hessian evaluations
within the algorithm, we approximate the given measures by truncated Fourier series and use fast Fourier
transform techniques on these manifolds, see [2]. Finally, we are interested in the relation of our approach
to Wasserstein gradient flows of discrepancies.

Joint work with: R. Beinert, A, Bérdéllima, M. Ehler, M. Graf, S. Neumayer
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Concentration for random matrix products, with
applications

Rachel Ward
University of Texas at Austin
rward@math.utexas.edu

We will survey recent concentration inequalities for products of independent random matrices. Such random
matrices naturally appear in the analysis of stochastic and online optimization such as stochastic gradient
descent. We illustrate the power of these results with two applications: improved rates of convergence for
streaming Principal Component Analysis beyond rank-1 updates, and a proof that minibatch stochastic gradient
descent with Polyak momentum achieves the optimal fast linear rate of convergence as in the deterministic
setting, provided the minibatch size is above a critical threshold. We conclude by discussing several open
problems inspired by applications.
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Fast and accurate optimization on the orthogonal
manifold without retractions

Pierre Ablin
CNRS-PSL University-Université Paris-Dauphine
pierre.ablin@dauphine.psl.eu

We let f : RP*P — R a smooth function, and consider the problem of
minimizing f over the orthogonal manifold O, = {X € RP*| XX = I,}.
We study iterative algorithms that produce a sequence of iterates Xy that
should converge to the solution of the problem. In order to find X1, R\
Riemannian gradient descent [1] first computes the Riemannian gradient 40— Triv
Gy, i.e. the projection of V f(X}) in the tangent space at X, which is the 201 E:sding \\\\”\::hm-—
linear space Tx, = {AXj| AT = —A}. Simple computations give G}, = o o e
Skew(V f( X)X, ) Xj. This algorithm then uses a retraction to move in the Time (min.)
opposite direction while staying on the manifold. For instance, the classical
exponential retraction gives Xjy1 = exp(—nSkew(Vf(X;)X, )X}, with Figure 1: Learning curves for a
1 > 0 a step size: it is straightforward to check that if X}, is orthogonal, then deep residual network with or-
X1 is still orthogonal, and that as n gets small, we have X1 ~ X, —nGy. thogonal weights on CIFAR10
Unfortunately, the numerical computation of retractions on the orthogonal
manifold always involves some expensive linear algebra operation, such as
matrix inversion, exponential or square-root. These operations quickly become expensive as the dimension p

Test error

grows.
To bypass this limitation, we propose the landing algorithm which does not use retractions. Letting A(X) =
FIXTX — LJ| the “distance” to the manifold, we define the landing field as
A(X) = Skew(V (X)X X + AVN(X), .
( ) ( f( ) ) ( ) 103 4 =>&= Cayley Proj. == QR
and the landing algorithm simply iterates X1 = X — nA(Xy). The 10 —@=Exp. = Landing

algorithm is not constrained to stay on the manifold but the term ’g 1021
VN (X) progressively attracts it towards the manifold. -] /
One iteration of the landing algorithm only involves matrix multi- E ]

plications, which makes it cheap compared to its retraction counter- ]
parts, especially on modern hardware like GPU’s. Fig 2 illustrates 10 4
the computational cost of the landing field compared to most classical i
retractions. Theoretically, we show that the algorithm converges with
the usual rate for a non-convex problem: with small enough step-size
1, we get supys g N (Xi) = O(3) and sup,s g [|Gi[|* = O(5), show-
ing that the algorithm reaches stationary points of the optimization
problem at a 1/v/K rate, just like Riemannian gradient descent [2].
Numerical experiments demonstrate the promises of our approach in
settings where computing retractions is very costly, such as training of deep neural networks with orthogonal
weights. Fig. 1 displays the test error of a deep residual network with orthogonal weights trained on the CIFAR
10 dataset: the landing method is the fastest.

10! 102 103
Dimension p

Figure 2: Time required to compute
500 retractions when A and X are of
size p X p, on a GPU.

Joint work with: Gabriel Peyré (CNRS - PSL University - ENS)
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Non-Parametric Estimation of Manifolds from Noisy
Data

Barak Sober
Department of Statistics and Data Science, Digital Humanities
The Hebrew University of Jerusalem
Barak.Sober@mail.huji.ac.il

A common observation in data-driven applications is that high dimensional data has a low intrinsic dimen-
sion, at least locally. In this work, we consider the problem of estimating a d dimensional sub-manifold of R”
from a finite set of noisy samples. Assuming that the data was sampled uniformly from a tubular neighborhood
of M € CF, a compact manifold without boundarw present an algorithm that takes a point r from the

tubular neighborhood and outputs p,, € R”, and T5, M an element in the Grassmanian Gr(d, D). We prove

that as the number of samples n — oo the point p, converges to p € M and Zm converges to T, M (the
tangent space at that point) with high probability. Furthermore, we show that the estimation yields asymptotic

k—
rates of convergence of n~ 7+a for the point estimation and n~ 274 for the estimation of the tangent space.
These rates are known to be optimal for the case of function estimation.

Joint work with: Yariv Aizenbud.

14



Design by planar and spatial PH B-Spline curves

Gudrun Albrecht
Escuela de Matemaéticas, Universidad Nacional de Colombia, Sede Medellin
galbrecht@unal.edu.co

This talk deals with the recently introduced classes of planar and spatial Pythagorean Hodograph (PH) B-
Spline curves. PH B-Spline curves are odd-degree, non-uniform, parametric B-Spline curves whose arc length is
a B-Spline function of the curve parameter and can thus be computed explicitly without numerical quadrature.
Thus, although Pythagorean-Hodograph B-Spline curves have fewer degrees of freedom than general B-Spline
curves of the same degree, they offer unique advantages for computer-aided design and manufacturing, robotics,
motion control, path planning, computer graphics, animation, and related fields. Further details about these
curves can be found in [1, 2, 3].

After shortly reviewing their construction and main properties we address solutions to several curve design
applications, including the design of a PH B-Spline curve closest to a given reference curve, the interpolation
of point and second order Hermite data as well as the construction of almost rotation minimizing spatial PH
B-Spline curves as spine curves of rational tensor product B-Spline pipe surfaces.

Joint work with: Carolina Beccari, Lucia Romani.

References
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Projective equivalences and pu-bases of rational curves in
any dimension.

Juan G. Alcazar
Universidad de Alcala(UAH), Madrid, Spain

juange.alcazar@uah.es

The notion of a p-basis was developed several years ago in the context of curves implicitization [2]. From
a geometric point of view, a p-basis of a rational curve in R is a set of n rational curves of smaller degree,
that can replace the original curve for several operations like implicitizing, detecting properness, inverting, etc
[2, 4, 5]. On the other hand, projective equivalences between rational curves in R™ have been studied in recent
years [1, 3]. The algorithms for checking projective equivalence depend heavily on the degrees of the curves to
be analyzed. In this talk, we will show how projective equivalences between rational curves in R™ are transferred
to the elements of smallest degree of the u-bases of the curves. These elements of smallest degree can be found
without computing the whole p-basis. As a result, we have a way to reduce the cost of computing the projective
equivalences between rational curves in R™ by replacing the given curves for the curves represented by the
elements of smallest degree of the p-bases of the curves, which have a much smaller degree compared to the
original degree of the curves.

Joint work with: Carlos Hermoso (UAH), Sonia Pérez-Diaz (UAH), Li-Yong Shen (UCAS).
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From Delaunay to Curved Optimal Delaunay
Triangulations

Pierre Alliez
Inria
pierre.alliez@inria.fr

Figure 1: A Bézier mesh (here with 200 cubic patches) can capture a curved domain with orders of magnitude
less elements than a linear counterpart, for a given Hausdorff distance.

Meshes with curvilinear elements hold the appealing promise of higher-order numerical accuracy compared
to their commonly-used straight-edge counterparts. However, the generation of curved meshes remains a com-
putationally expensive endeavor: high-order parametric elements are notoriously difficult to conform to a given
boundary geometry, and enforcing a smooth and non-degenerate Jacobian everywhere brings additional numer-
ical difficulties to the meshing of complex domains. We extend Optimal Delaunay Triangulations (ODT) [1]
to curved and graded isotropic meshes. We show that the measure of element distortion underlying the ODT
approach can be re-expressed as a potential energy whose minimization amounts to an equidistribution of the
gradient of the deformation field, thus regularizing simultaneously the size and shape of the simplicial elements.
After formulating a non-shrinking traction to favor uniform and isotropic elements at the boundary, we show
that this interpretation of ODT also applies for curved meshes made of Bézier simplices. The resulting curved
meshes provide coarse geometric descriptions of arbitrary 2D or 3D domains with a much improved fit to the
domain boundary due to their piecewise polynomial nature, see Figure 1. Moreover, our construction naturally
promotes smoothness of the gradient of the induced geometric map inside and across elements [2].

Joint work with: Leman Feng, Laurent Busé, Hervé Delingette and Mathieu Desbrun.
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Lebesgue-type inequalities in greedy approximation with
respect to bases

José L. Ansorena
University of La Rioja
joseluis.ansorena@unirioja.es

Let (Gm)S°_; denote the thresholding greedy algorithm (TGA for short) of a basis of a Banach space X.
To measure the efficiency of the TGA is customary to use the Lebesgue parameters (L,,)2>_;, defined for each
m € N as the optimal constant C' = C'(m) such that

1f = Gm(NI < CIIf =4l

for all f € X and all linear combinations, g, of m vectors of the basis.

Calculating the exact value of the Lebesgue constants can be in general a difficult task, so in order to
study the efficiency of non-greedy bases we must settle for obtaining easy-to-handle parameters that control
the asymptotic growth of (L,,)5_;. Most of of such parameters and estimates have sprung from the celebrated
characterization of greedy bases by Konyagin and Telmyakov [1]. In fact, several authors have obtained estimates
for the Lebesgue constants, either of general bases or of bases with some special features, in terms of the
unconditionality constants (k,,,)°_; and a sequence of democracy-like parameters that fits their purposes.

In this talk, we introduce a new sequence of democracy-like parameters, which we call (A;,)5°_;, which
combined linearly with the unconditionality parameters determines the growth of the Lebesgue parameters.
That is,

L,, ~ max{k,, A}, meN.

This result provides an answer to a problem raised by Temlyakov during the Concentration week on greedy
algorithms in Banach spaces and compressed sensing held on 18-22 July, 2011, at Texas A&M University.

Joint work with: Fernando Albiac, Pablo Bern4.
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Diffeomorphic Deformations and Topological Changes for Trees
of 3D Curves

Pierre Louis Antonsanti
Université de Paris - GE Healthcare
pierrelouis.antonsantil@ge.com

The study of tree structures has many applications in for instance the evolution of species (phylogenetic trees), biolog-
ical structures (plants) or anatomical ones (vascular or pulmonary trees). When labeling the extremities of these trees, the
leaves, we face a type of topological change related to the order of appearance of the different branches in the trees. In the
presented work we propose a framework for the alignment of 3D curve trees allowing both geometrical and topological
deformations of an object, the source, onto a target. For this end we combine the tree space representation proposed by
[1] by immersing the trees in a space composed of juxtaposed Euclidean spaces called orthant with a LDDMM defor-
mation guided by Optimal Transport such as [2]. Each orthant is associated with a given topology found in a database
or built from a priori knowledge. The trees are considered rooted and binary, and one topology corresponds to a unique
bifurcation ordering. The source tree of our registration problem is moving inside the tree space.

The LDDMM then provide a realistic diffeomorphic deformation of the shape along with its ambient space. The
Optimal Transport is used in the data attachment term to enforce a pairing of the branches from the deformed source and
the target. The overall registration is formulated as the minimization of a cost function, sum of the classic LDDMM cost
function and a regularization term in the tree space.

DD R

(@) (b) © (d

Figure 1: Registration of a template tree (a) obtained with the Sturm Mean in the space of tree-like shapes obtained
with 20 trees and 11 possible topologies. The intermediate registration at coarse scale of the data attachment term in the
optimization (b) seeks for the correct topology. The registration at the end of the minimization procedure (c) is aligned to
the target’s geometry and topology (d).

Joint work with: Joan Glaunes.
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Lower bounds in rational approximation to delays

Laurent Baratchart
INRIA Sophia-Antipolis
Laurent.Baratchart@inria.fr

It is well-known that transfer functions of delay systems are hard to approximate by rational functions. This
phenomenon, which is interesting from the point of view of approximation theory, is also a concern in problems
where the frequency response of a device must be approximated by a model involving rational elements; e.g.
in identification and matching. For instance, the transfer function s — exp{—7s} of a pure delay 7, where the
complex variable s ranges over the right half-plane, has best rational approximant 0 on the imaginary axis:
no nonzero rational function r exists such that || exp™™ —r||p~r) < 1; here, L>°(iR) refers to the sup norm
on the imaginary axis, which represents the frequency axis in a system-theoretic context. We shall discuss a
band-limited and norm-constrained version of the issue just mentioned, namely:

given an interval Iy = [—wo,wo] and M > 0, how small can the mazimum of |e”"™ — r,(iw))| be for r,
a rational function of type (n,n) (the ratio of two polynomials of degree at most n) wand w € Iy, under the
constraint that €™ — ry, (iw) || Lo (rR\1,) < M ?

Specifically, we will offer a lowerbound for this quantity.

The path we go is by perturbation of s — exp{—7s} into a Blaschke product and then comparison with
L2-approximation, using results from [1] which depend on a topological argument.

ITW

References

[1] L. Baratchart, S. Chevillard, T. Qian. Minimax principle and lower bounds in H2 rational approximation.
Journal of Approximation Theory, 206:17-47, 2016.
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Global convergence of ResNets:
From finite to infinite width using linear
parameterization

Rapha¢l Barboni

Ecole Normale Supérieure - PSL
raphael.barboni@ens.fr

Overparameterization is a key factor in the absence of convexity to explain global convergence of gradient
descent (GD) for neural networks. Beside the well studied lazy regime, infinite width (mean field) analysis
has been developed for shallow networks, using on convex optimization technics. To bridge the gap between
the lazy and mean field regimes, we study Residual Networks (ResNets) in which the residual block has linear
parameterization while still being nonlinear. Such ResNets admit both infinite depth and width limits, encoding
residual blocks in a Reproducing Kernel Hilbert Space (RKHS). In this limit, we prove a local Polyak-Lojasiewicz
inequality. Thus, every critical point is a global minimizer and a local convergence result of GD holds, retrieving
the lazy regime. In contrast with other mean-field studies, it applies to both parametric and non-parametric cases
under an expressivity condition on the residuals. Our analysis leads to a practical and quantified recipe: starting
from a universal RKHS, Random Fourier Features are applied to obtain a finite dimensional parameterization
satisfying with high-probability our expressivity condition.

Joint work with: Gabriel Peyré, Frangois-Xavier Vialard.
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Gaussian Processes in the Flat Limit
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Gaussian processes (GPs) are a cornerstone of modern Bayesian methods, used almost wherever one may
require nonparametric priors. The most typical use of GPs is in Gaussian process regression, also known
as kriging. Quite naturally, the theory of Gaussian Process methods is well-developed. Aside from limited
special cases in which Fourier analysis is applicable, GP-based methods have mostly been studied under large-n
asymptotics , which involve treating measurement locations as random and letting their number go to infinity.
In this paper we report intriguing theoretical results obtained under a different asymptotic, one that treats the
data as fixed, rather than random, with fixed sample size. The limit we look at is the so-called “flat limit”,
pioneered by Driscoll & Fornberg in 2002. The flat limit consists in letting the spatial width of the kernel
function go to infinity, which results in the covariance function becoming flat over the range of the data.

Studying Gaussian processes under the flat limit may seem at first sight to be entirely pointless - does
that not correspond to a prior that contains only flat functions? Surprisingly, we show that the answer is no.
This occurs because covariance functions have a second hyperparameter that sets the vertical scale (pointwise
variance). When one lets pointwise variance grow as the covariance becomes wider, the actual function space
spanned by Gaussian processes remains interesting and useful. In the cases studied here, they are (multivariate)
polynomials and (polyharmonic) splines.
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The figure shows GP regression compared to its flat limit approximation. In each panel, the solid black line
represents the fit of a GP to the datapoints shown in blue kernel. We use a stationary Matern kernel with
a fixed spatial scale, but vary its vertical scale parameter across the four panels, so that the resulting fit has
different degrees of freedom §. With more degrees of freedom, the fit becomes closer to the measurements. In
light blue, the confidence bands of the fit. Superimposed, we show a “flat limit” approximation to the GP, which
corresponds to fitting a smoothing spline model that would be equivalent with the spatial scale parameter going
to infinity. The good quality of the approximation in such cases shows that our results could have interesting
practical applications.
A technical report is available at https://arxiv.org/abs/2201.01074.

Joint work with: Pierre-Olivier Amblard, Konstantin Usevich, Nicolas Tremblay.

Tobin A Driscoll and Bengt Fornberg. Interpolation in the limit of increasingly flat radial basis. Computers
& Mathematics with Applications, 43(3-5):413-422,2002.

22



Super-resolution on compact manifolds
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Consider the problem of recovering a Dirac spike train F(x) = Z,i{:l akdy,, where each z), € (R/27Z) is
an unknown point on a 1D circle, from its low-frequency trigonometric moments ﬁ(n) = Zle apel®x™ | for
|n| < N. This is the well-known question of sparse super-resolution, providing a popular model for several
problems in computational mathematics and engineering, including spectral estimation, direction of arrival,
imaging of point sources, sampling of signals with finite rate of innovation below the Nyquist limit, among
others. Over the years, several extensions and generalizations of the above problem have been developed,
including additional parametric models, and additional domains such as the torus or the sphere. On the other
hand, allowing for high-order derivatives of Diracs enables to tackle problems such as recovery of polygons from
moments, and high-accuracy recovery of piecewise-smooth functions [1].

(a)
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Figure 1: Generalized super-resolution on the sphere. (a) The original signal with R = 2 and K = 3. (b) An example
reconstruction with N = 8 and additive error of magnitude O(N~2). The red circles represent the true {zy} while
the black crosses represent the reconstructed locations. The background is the original low-resolution data used in the
algorithm. (c) Decay of the error is super-linear: |#}, — xx| ~ N~%71,

Let M be a homogeneous compact Riemannian manifold (without boundary), and denote by {\,, ¥n},—q
the spectral decomposition of the manifold Laplacian, where 0 = A2 < A\? < ... 1 400 are repeated ac-
cording to multiplicity, while the real-valued orthonormal eigenfunctions {¢,}22, constitute a basis for the
Hilbert space L?(M). In this work we consider the problem of super-resolution recovery of signals F' which
are modelled as sparse linear combinations F' ~ Zszl Zf:o ak,»Gr(x; 1), where the “Bernoulli spline” G, is
the Green’s function of the fractional Laplacian operator (I + A)T/ 2 from their low-frequency measurements
ﬁn = (F,¢n)pq» Ao < N. We build a constructive method to recover the model parameters by a hybrid
two-stage approach. Assuming that the centers {z}} are separated by %, we first apply a “sharpening” filter
in the spectral domain, constructed using a localized Paley-Wiener type theory developed in [2] — obtaining
an approximate locations of the centers {z)} and the amplitudes {ax o}. Subsequently, we fine-tune the initial
estimates by a nonlinear least squares fit, and analyze the stability of this optimization problem. Our numerical
experiments in Figure 1 for the 2D sphere with noisy data show super-linear convergence for recovering {x }
as N — oo. Our reconstruction procedure can in principle be used to localize supports of measures supported
on curves, or submanifolds, of M, and even on arbitrary metric measure spaces.

Joint work with: H.Mhaskar.
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Stochastic gradient descent is one of the most common iterative algorithms used in machine learning. While
being computationally cheap to implement, recent literature suggests it may have implicit regularization proper-
ties that prevent over-fitting. This paper analyzes the properties of stochastic gradient descent from a theoretical
standpoint to help bridge the gap between theoretical and empirical results. We specifically tackle the case of
heavy-tailed noise, since recent results have shown empirically that noise due to mini-batch sampling can be
non-Gaussian.

Most theoretical results either assume convexity or only provide convergence results in mean, while this paper
proves convergence bounds in high probability without assuming convexity. By high-probability, we mean that
our bounds are of the form “with probability at least 1 — 0, errory < g(k,d)”, for some function g (decreasing
in the number of iterations k) that depends at most polynomially on log(d~!), rather than on 6—*.

Assuming strong smoothness, we prove high probability convergence bounds in two settings:

1. assuming the Polyak-Lojasiewicz inequality and norm sub-Gaussian gradient noise, and
2. assuming norm sub-Weibull gradient noise.

In the first setting, in the setting of statistical learning, we combine our convergence bounds with existing
generalization bounds based on algorithmic stability in order to bound the true risk and show that for a certain
number of epochs, convergence and generalization balance in such a way that the true risk goes to the empirical
minimum as the number of samples goes to infinity.

In the second setting, as an intermediate step to proving convergence, we prove a probability result of
independent interest. The probability result extends Freedman-type concentration beyond the sub-exponential
threshold to heavier-tailed martingale difference sequences.

Joint work with: Liam Madden, Emiliano Dall’ Anese.
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The morphology of today’s violin differs greatly from that of the first instruments of the late 16th century.
Between 1750 and 1850, in order to meet the standards suggested by famous orchestras and conservatories,
many ancient violins have been reduced. For example, the following figure shows a reduced pre-1750 violin as
it looks today (left) and an estimate of its original dimensions (right) [1].

Figure 1: Reduced violin and estimation of its original dimensions.
Height of the sound box: now 35.4 cm - original c¢. 38 cm.

Given the paucity of written sources, the only way to improve our understanding of the violin family in
this period is to study the instruments themselves. Hence, we aim at developing a set of tools able to anal-
yse three-dimensional geometrical shapes acquired by photogrammetry. Our purpose is to differentiate ancient
reduced violins from ancient unreduced violins. Using their geometrical representation, we want to quantify
their specific characteristics, detect possible anomalies and, if applicable, reconstruct their original morphology.
Ultimately, we will classify a corpus of ancient violins according to these aspects, thanks to unsupervised and
supervised machine learning techniques.

Photogrammetry outputs point clouds and polygonal meshes, which are relatively large-scale and unstruc-
tured, hence are not the most suitable to apply standard classification techniques or models. Our first objective
is thus to identify mathematical models that are precise enough to describe the three-dimensional shape of our
digitised violins, but which are at the same time convenient for a classification purpose.

More precisely, we will focus mainly on the surface of the violin soundboard which we wish to represent as
a piecewise function. This function will correspond to the height of the soundboard with respect to a symme-
try plane of the violin (identified using Principal Component Analysis). The domain of this function will be
carefully computed from the photogrammetric point cloud and mesh, so that the graph corresponds only to
the upper part of the soundboard, eliminating the ribs (lateral parts). We will then apply different regression
techniques on the point cloud to compute the piecewise representations of the surface (such as linear regression,
B-splines, etc.), on a predefined partition of the domain, and use the coefficients of those fitted representations
to classify instruments with standard machine learning techniques. We will present preliminary results obtained
after performing photogrammetry on a collection of 40 ancient instruments taken from the Museum of Musical
Instruments, Brussels.
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On a linear Gromov—Wasserstein distance
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Gromov—Wasserstein (GW) distances [2] are a generalization of Wasserstein distances and allow for a com-
parison and coupling of metric measure (mm-) spaces. Moreover, GW is invariant under certain distance
preserving transformations making them very appealing for applications such as shape matching and compar-
ison. However, calculating GW distances can be computationally challenging and things become even worse
when all pairwise distances of a set of mm-spaces are required such as e.g. for classification tasks. To alleviate
computing all pairwise distances in the Wasserstein context, the authors in [3] proposed a framework referred to
as linear optimal transport. This poster shows how to extend this approach to the Gromov—Wasserstein setting.
The main idea is to fix a reference space from which the GW is computed to all input spaces. The obtained
couplings can be used to define approximate couplings between the inputs. The resulting framework reduces
the number of GW computations from (g ) to N when requiring the pairwise distances of N mm-spaces. We
provide numerical experiments highlighting that linear GW can be successfully used in classification tasks of 2d
and 3d shapes.

Joint work with: Robert Beinert, Gabriele Steidl
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Cardinal and semi-cardinal interpolation with Matérn
kernels
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Let ¢ : R? — R be a continuous and symmetric function (i.e. ¢(—x) = ¢(x), x € R?), satisfying a suitable
decay condition for large ||z||, and define the shift-invariant space

S(@) ={Y_ axd(- — k) : (ex) € £(2)}.

keza

The problem of cardinal interpolation with the kernel ¢ is to find, for some data (y;);ezq, a function s € S(¢),
such that s(j) = y;, for all j € 7. If this problem admits a unique solution for any bounded data, it is known
that specific algebraic or exponential decay of the kernel ¢ is transferred to the corresponding Lagrange function
for cardinal interpolation on Z?, leading to a well-localized Lagrange representation of the solution s.

The first part of the talk presents a similar result obtained for the related problem of semi-cardinal inter-
polation, in which the multi-integer grid Z¢ is replaced by a half-space lattice H C Z?. Despite the loss of
shift-invariance in this case, we prove that the algebraic or exponential decay still carries over from ¢ to the
corresponding H-indexed family of semi-cardinal Lagrange functions, with constants that are independent of
the index j € H (see [1]).

In the second part, we discuss two recent applications and refinements of the above results for the Matérn
kernel ¢ := ¢y, 4, defined, for a positive integer m > d/2, as the exponentially decaying fundamental solution of
the elliptic operator (1 — A)™ in R?, where A is the Laplace operator. Namely, for a scaling parameter h > 0,
we consider non-stationary interpolation to data prescribed on hZ< from the flat ladder collection {Sy(4)}n
generated by ¢ via

Sn(@) =D exd(- — hk) : (cx) € £(Z%)}.

kezd

For this problem, we prove that the Lebesgue constant of the associated interpolation operator is uniformly
bounded as h — 0, which allows us to deduce the maximal L>-convergence rate O(h?*™) for the Matérn flat
ladder interpolation scheme (see [2]). On the other hand, if d = 1, then the translates of the Matérn kernel ¢, 1
span a linear space of exponential splines, for which we show that non-stationary semi-cardinal interpolation on
the scaled grid hZ, achieves the convergence rate O(h"™) in L>° (R, ), amounting to half of the approximation
order of the corresponding cardinal scaled scheme.

Acknowledgements: This work was supported by Kuwait University, Research Grant No. SM01/18.

References

[1] A. Bejancu. Wiener-Hopf difference equations and semi-cardinal interpolation with integrable convolution
kernels. Preprint, arXiv:2006.05282, 2020.

[2] A. Bejancu. Uniformly bounded Lebesgue constants for scaled cardinal interpolation with Matérn kernels.
Preprint, arXiv:2009.00711, 2020.

27



Approximations with discrete neural networks
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We consider approximating capabilities of classes of neural networks whose weights belong to given finite sets
and present their statistical applications. In particular, the empirical risk minimizers over those classes, which
are always identifiable in a finite number of steps, can achieve good rates of estimation of unknown regression
functions.
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Implicit differentiation for fast hyperparameter selection
in non-smooth convex learning
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Finding the optimal hyperparameters of a model can be cast as a bilevel optimization problem, typically
solved using zero-order techniques such as grid search or random search. In this work we study first-order
methods when the inner optimization problem is convex but non-smooth. We show that the forward-mode
differentiation of proximal gradient descent and proximal coordinate descent yield sequences of Jacobians con-
verging toward the exact Jacobian. Using implicit differentiation, we show it is possible to leverage the non-
smoothness of the inner problem to speed up the computation. Finally, we provide a bound on the error made
on the hypergradient when the inner optimization problem is solved approximately. Results on regression and
classification problems reveal computational benefits for hyperparameter optimization, especially when multiple
hyperparameters are required. This work is illustrated in Figure 1 and is based on the following publications
[1, 2].
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Figure 1: 5-fold cross-validation error C(3™): elastic net CV error with respect to A\; and Ao for multiple
hyperparameter optimization methods on the rcv! dataset. Crosses represent the 25 first error evaluations for
each method.
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Deep learning had remarkable empirical success in recent years in solving a variety of inverse problems in
imaging, including image denoising, deblurring, tomographic image reconstruction, and image inpainting, just
to name a few. This has catalyzed an ongoing quest for precise characterization of correctness and reliability of
such data-driven methods in critical use-cases, e.g., those arising in medical imaging.

Notwithstanding the excellent empirical performance of data-driven methods for image reconstruction, con-
cerns have been raised regarding their stability, or lack thereof, with serious practical implications. In appli-
cations where imaging is used for discovering new scientific phenomena, it is important to have mathematical
guarantees to ensure the correctness and reliability of the reconstructed images.

In this talk, we will introduce different notions of convergence pertaining to image reconstruction problems
and provide a broad overview of recent data-driven techniques that satisfy some of those convergence properties.
In particular, the talk will focus on data-driven regularization methods through explicit functionals parametrized
by neural networks [1-5] and via plug-and-play deeply-learned denoisers [6,7]. We will highlight the requisite
properties that such a regularization functional or a denoiser must satisfy to establish convergence guarantees
of different types.

Joint work with: Martin Burger, Marcello Carioni, Séren Dittmer, Sebastian Lunz, Subhadip Mukherjee,
Ozan Oktem and Zakhar Shumaylov
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Learning an unknown function f from given data observations is a dominant theme in data science. The
central problem is to use data observations of f to construct a function f which approximates f away from the
data. There are numerous settings for this learning problem depending on (i) what additional information we
have about f, (ii) how we measure the accuracy of how well f predicts f, (iii) what is known about the data
and data sites. The main theme of this talk is twofold:

e to determine the optimal performance possible (the smallest possible error of recovery) in a given learning
setting;

e to understand which discrete optimization formulations, when successfully numerically implemented, give
a (near) optimal solution to the learning problem.

The remaining step is then to give a viable numerical method with convergence guarantees and bounds on
computation which solves the discrete optimization formulation. It often remains an open question as to
whether a proposed numerical optimization strategy, such as gradient descent methods, actually converges in
the given learning setting to a near optimal solution.

This talk is concerned with evaluating how well an approximation f performs and determining the best
possible performance among all choices of an f . Given answers to these fundamental questions, one can then
turn to the construction of numerical procedures and evaluate their performance against the known best possible
performance.

Joint work with: Andrea Bonito, Ronald DeVore, and Guergana Petrova.
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Partial Differential Equations (PDEs) on arbitrary surfaces arise in many applied and natural science models.
A notable example of solving PDEs on static surfaces is image processing. Applications of PDEs on evolving
surfaces occur in material science and fluid dynamics. Additionally the fields of biology and computer graphics
have applications for PDEs on both static and evolving surfaces.

There are three main categories of methods for solving PDEs on arbitrary surfaces: the methods that rely (i)
on parametrization, (ii) on an embedding, and (iii) on triangulation. Embedding-type methods are quite simple
in that they are based on the discretization of standard R® operators rather than curve or surface-specific
operators. One of the most common embedding methods is the closest point method (CPM), [1]. The surface
is enclosed inside a thick layer of nodes that belong to a dense three-dimensional grid. Each one of these nodes
takes the function value of the one associated with their closest point to the surface, implicitly imposing that
the normal derivatives at each node is null. Under that constraint, the surface Laplacian is equivalent to its R3
analog.

The Radial Basis Functions Orthogonal Gradients method (RBF-OGr) is another embedding method, and was
introduced in [2]. It benefits from the meshfree character of RBFs, which gives the flexibility to represent
complex geometries in any spatial dimension while providing a high order of accuracy. This method is different
from the CPM in that its computational domain is the point cloud that defines the manifold, instead of being
being a thick layer of nodes around the surface. Every computation is performed on the surface, including the
constraints of having null normal derivatives.

The fast RBF-OGr method [3] uses the finite-difference based RBF method, instead of the global standard RBF's
which gave rise to dense differentiation matrices, a limiting factor on the size of the point cloud representing the
surface. However, going from the global to the local RBF method have introduced a few sources of instabilities
in the process. In this presentation, we will address the different stability issues and provide solutions. We will
illustrate the procedure with a number of interesting examples.

Joint work with: C. Piret, C. Jacobs.
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Phase retrieval for finitely supported complex measures
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This work investigates the recovery of a distribution of finite support, a complex measure p =Y _°_; 0t
where {t1,t2,...,ts} C [0,A] for some A > 0 and ¢ € C?, from the (squared) magnitudes of a set of linear
functionals applied to p. The linear functionals we use are obtained by evaluating fi, the Fourier transform
of u, or by taking differences between point evaluations. We show that a choice of N > 6(d+1)1(_1;§%%[m))5
intensity samples is sufficient for injectivity of the measurement, where d is independent of the measure, and
0 < QA < 1/2. To establish this, we build on a construction method by Alexeev et al. [1] to obtain a sufficient set
of quantities that are linear in u. A concrete recovery algorithm results in combination with an operator-based
Prony method [3] to recover the unknown support and the coeflicient vector ¢, up to some residual ambiguity.
The noisy case is addressed as well, with methods based on prior results with Hammen [2].

This is joint work with: Ahmed Abouserie.
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The detection of discontinuity curves of bivariate functions (and of their gradients) is an important problem
that arises in many contexts, ranging from surface and scattered data reconstruction to edge detection in image
and geometric processing, see for example [1, 3] and references therein. We present a fault detection method
based on the so-called null rules, computed as a vector in the null space of certain collocation matrices [4].
These rules are used as weights in a linear combination of function evaluations to indicate the local behavior
of the function itself. By analyzing the asymptotic properties of the rules, we introduce two indicators (one for
faults and one for gradient faults) by locally computing just one rule with degree of precision 2. This leads to
a cheap and reliable scheme, which allows us to effectively detect and classify points close to discontinuities.
We then show how this information can be suitably combined with adaptive approximation methods based on
hierarchical spline spaces [5, 2] in the reconstruction process of surfaces with discontinuities. The considered
adaptive methods exploit the ability of the hierarchical spaces to be locally refined, and the fault detection is a
natural way to guide the refinement with low computational cost. Several numerical tests will be presented in
order to show the behavior of the proposed methods.

Joint work with: Francesco Calabro, Carlotta Giannelli.
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Spherical Fibonacci Points: Hyperuniformity, and more

Johann S. Brauchart
Graz University of Technology
j.brauchart@tugraz.at

One way of explicitly constructing point sets on the unit sphere in R? is to map a suitable set in the unit
square to the sphere by means of an area-preserving Lambert transformation.

Using the example of the Fibonacci lattice in the unit square, we study properties of its spherical analogue.

In particular, we consider hyperuniformity aspects (cf. [1,2]).

Joint work with: Josef Dick (UNSW, Yuan Xu (University of Oregon).
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Learning mean curvature flows with neural networks

Simon Masnou
Université Claude Bernard Lyon 1
masnou@math.univ-lyonl.fr

The mean curvature flow is an emblematic geometric flow which is very naturally related to various numerical
and physical applications, e.g. in image / data processing or in material sciences. The talk will be devoted to
new, efficient, and accurate numerical methods based on neural networks for the approximation of the mean
curvature flow of either oriented or non-orientable surfaces [1]. To learn the correct interface evolution law, the
neural networks are trained on phase field representations of exact evolving interfaces. The structure of the
networks draws inspiration from splitting schemes used for the discretization of the Allen-Cahn equation. But
when the latter approximates the mean curvature motion of oriented interfaces only, the proposed approach
extends very naturally to the non-orientable case. In addition, although trained on smooth flows only, the
proposed networks can handle singularities as well. Furthermore, they can be coupled easily with additional
constraints. Various applications will be shown to illustrate the flexibility and efficiency of our approach: mean
curvature flows with volume constraint, multiphase mean curvature flows, numerical approximation of Steiner
trees, numerical approximation of minimal surfaces.

Joint work with: Elie Bretin, Roland Denis, Garry Terii.
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Life beyond orthogonality:
Sparse recovery in randomly sampled bounded Riesz
systems — theory and applications

Simone Brugiapaglia
Department of Mathematics and Statistics

Concordia University
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simone.brugiapaglia@concordia.ca

In compressive sensing and sparse recovery, a wide class of popular measurement schemes can be analyzed
within the framework of randomly sampled bounded orthonormal systems. This setting includes random mea-
surement matrices such as subsampled isometries, partial Fourier matrices, and sampling matrices associated
with orthogonal polynomials. All these random measurement matrices are formed by independent, identically
distributed, and uniformly bounded rows with trivial covariance.

Despite the generality of this framework, the orthogonality assumption is too restrictive in applications
where the sampling matrix does not have trivial covariance. In this talk, we will discuss how to address this
issue by working in the framework of randomly sampled bounded Riesz systems proposed and studied in [1].
Relaxing the orthogonality assumption, this leads to a wider class of structured random measurement matrices
having independent, identically distributed, and uniformly bounded rows with nontrivial covariance.

The main theoretical tool of our analysis is a new upper bound for the expectation of the supremum of
a Bernoulli process associated with the restricted isometry constant of the random matrix of interest. Using
this bound, we will illustrate a restricted isometry analysis that (i) extends previous results from bounded
orthonormal to bounded Riesz systems and (ii) improves the dependence of the sample complexity estimate on
the restricted isometry constant while keeping the number of logarithmic factors equal to the best currently
known one. In addition, we will show a robust null space property analysis in bounded Riesz systems, an
application to local coherence-based sampling schemes, and discuss the extension to the weighted sparsity
setting.

Going beyond orthogonality, the additional flexibility of bounded Riesz systems allows for applications to
a wider class of problems. Here, we will illustrate applications in scientific computing such as function ap-
proximation in high dimensions and numerical methods for partial differential equations, including compressive
Petrov-Galerkin and spectral collocation methods.

Joint work with: Sjoerd Dirksen (Utrecht University), Hans C. Jung (DeepL), Holger Rauhut (RWTH
Aachen University), Weiqi Wang (Concordia University)
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The Geometry of Adversarial Training
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In this talk T will show that “Adversarial Training” [1]—a methodology designed for the training of adver-
sarially robust classifiers—is equivalent to a variational regularization problem involving a nonlocal perimeter
term. Using this structure one can show that adversarial training admits a convex relaxation which is remi-
niscent of the Chan-Esedoglu model from image denoising [2]. Furthermore, this allows to prove existence of
solutions and study finer properties and regularity. Finally, I hint at how to modify adversarial training to an
Almgren-Taylor-Wang [3] like scheme for mean curvature flow.

Joint work with: Nicolds Garcia Trillos, Ryan Murray.
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A General Framework for Smoothing Arbitrary Signals
in Computer Graphics and Biomedicine

Simone Cammarasana
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Signal smoothing is a relevant topic in many applications, such as image processing in biomedicine [1],
and geology [2]. Previous work has proposed denoising methods tailored to the input signal, such as external
learning applied to 2D images [3], diffusive methods applied to volumetric images [4], wavelets applied to vector
fields [5], and low-rank methods applied to 2D videos [6].

We propose a novel framework [7] for the smoothing of arbitrary signals, which combines regularisation with
learning-based models and is general with respect to the input signal, the noise type (e.g., speckle, Gaussian
noise), the selected regulariser/denoising (e.g., SVD - Singular Values Decomposition, block matching), and
the learning architecture (e.g., network’s weights optimisation). Given a data set of ground-truth signals, we
apply an artificial noise and extract data groups with high similarity. For an arbitrary signal, we apply a
regularisation and compute the parameters that allow us the best reconstruction of the ground-truth signal
from the regularised signal. Then, the data groups (e.g., the 3D blocks of the block-matching algorithm) are
aggregated to reconstruct the smoothed signal. We iterate this approach, where the input signal of each iteration
is the smoothed signal at the previous step. The input and optimal parameters compose the training data set,
which is used to train a learning model to predict the optimal coefficients of the regularisation.

As example, we apply the SVD to images, where the optimal coefficients to be predicted are the threshold
values of the shrinkage of the singular values. After the optimisation of the weights of the learning-based
network, the trained models are used to smooth images with a different noise, such as 2D /3D ultrasound images
affected by speckle noise, or synthetic images and videos with Gaussian noise.

Joint work with: Paolo Nicolardi, Giuseppe Patané.

Keywords: Image and signal Processing, Smoothing, Computer Graphics, Life Sciences.
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Hyperbolic-polynomial penalized splines:
existence, uniqueness, and reproduction properties
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The advent of P-splines, first introduced by Eilers and Marx in 2010 (see [4]), has led to important de-
velopments in data regression through splines. With the aim of generalizing polynomial P-splines, in [1] we
have recently defined a model of penalized regression spline, called HP-spline, in which polynomial B-splines
are replaced by hyperbolic-polynomial bell-shaped basis functions, and a suitably tailored penalization term
replaces the classical second-order forward difference operator.

HP-splines inherit from P-splines all model advantages and extend some of them. Indeed, they separate
the data from the spline knots -so avoiding overfitting and boundary effects-, exactly fit exponential data, and
conserve two type of ‘exponential’ moments.

HP-splines are particularly interesting in applications that require analysis and forecasting of data with
exponential trends: the starting idea of this work is the definition of a polynomial-exponential smoothing spline
model to be used in the framework of the Laplace transform inversion as done in [2, 3].

The talk discusses the existence, uniqueness, and reproduction properties of HP-splines, and provides several
examples supporting their effective usage in data analysis.

Joint work with: Costanza Conti.
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Aesthetic planar curves

Alicia Cantén
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In Geometric Design, it is of interest the representation of curves and surfaces that are aesthetically pleasing.
In order to have a notion amenable to implementation in CAGD, aesthetic curves have been defined as those
with monotonic curvature and, for spatial curves, monotonic torsion. There are several approaches to obtain
aesthetic Bézier curves, but we will follow the lead of [4] and [3].

In [4], Mineur, Lichah, Castelain and Giaume obtain the edges of the control polygon of a planar Bézier
spiral by a rotation and a dilation of the previous edge in the control polygon of the curve, what the authors
name typical curve. Certain relations between the scaling factor and the rotation angle give rise to aesthetic
Bézier spirals starting with any initial edge of the control polygon and for any degree of the Bézier curve.

Inspired by this work, in [3] Farin extends the method by considering Bézier curves whose control polygon
is obtained by the action of a given matrix on the previous edge of the control polygon. His insight is to exploit
the invariance of the curvature and torsion under subdivision to give some conditions on the matrix and its
singular values that give rise to aesthetic Bézier curves for any initial edge, what he calls Class A matrices and
Class A Bézier curves.

However, counterexamples to Farin’s conditions have been produced (see [2] and [5]), that is, matrices for
which these conditions hold but they do not generate curves with monotonic curvature. Moreover in [2], Cao
and Wang give conditions on the eigenvalues of a (2 X 2 or 3 X 3) symmetric matrix that generates an aesthetic
(planar or spatial) Bézier curve.

In this talk, we present a simple explicit formula for the curvature of planar Bézier curves generated by
Farin’s method. This formula is easily obtained by the invariance under subdivision property and from it there
can be derived conditions on the eigenvalues of a general matrix and the initial edge of the control polygon
that give rise to aesthetic Bézier curves. This approach gives a common framework to the previous works and
recovers the results in [4] and [2] as particular cases. For more details we refer to [1].

Joint work with: Leonardo Fernandez-Jambrina, Maria Jesis Vazquez-Gallo.
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Approximating Singular Measures on the Torus with
Moment Polynomials

Paul Catala
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We discuss polynomial approximations of nonnegative Radon measures supported on arbitrary domains of
the d-dimensional torus, given moments up to some degree n. We introduce new estimates, that can be computed
from the truncated moment matrices of the measures and provide complementary recovery guarantees.

Our first estimate for a measure p is given by the convolution of p with the Fejér kernel. A similar con-
struction was also considered in [1]. The resulting trigonometric polynomial can be evaluated efficiently on a
grid using only Fast Fourier Transforms. We establish sharp bounds on the rate of convergence of this proxy
towards p with respect to the Wasserstein-1 distance. Second, we introduce a certifying polynomial, that can
identify exactly the Zariski closure of the support at finite degrees. This polynomial can be computed from
the singular value decomposition of the moment matrix, and we show that it converges pointwisely towards the
characteristic function of the support.

Joint work with: Mathias Hockmann, Stefan Kunis, Markus Wageringel.
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An adaptive residual sub-sampling algorithm for kernel
interpolation based on maximum likelihood estimations

Roberto Cavoretto
University of Turin
roberto.cavoretto@Qunito.it

In this contribution we propose an enhanced version of the residual sub-sampling method (RSM) in [1] for
adaptive interpolation by radial basis functions (RBFs). More precisely, we introduce in the context of sub-
sampling methods a maximum profile likelihood estimation (MPLE) criterion for the optimal selection of the
RBF shape parameter. This choice is completely automatic, provides highly reliable and accurate results for
any RBFs, and, unlike the original RSM, guarantees that the RBF interpolant exists uniquely. The efficacy of
this new method, called MPLE-RSM, is tested by numerical experiments on some 1D and 2D benchmark target
functions.

Joint work with: Alessandra De Rossi.
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Discrete Developable Meshes
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Geometric modeling of developable surfaces is an actively researched topic, with important practical appli-
cations ranging from manufacturing and architecture, to art and paper-craft or origami. In particular, there
still exists a demand for an intuitive design paradigm for composite piecewise C2-smooth developable surfaces,
which decompose into ruled pieces and planar patches. Such a type of surface can be equivalently characterized
in several forms, such as:

e defined as torsal ruled surfaces; that is, surfaces containing at least one parametric family of lines, with
constant tangent planes along such lines;

e through the theory of isometric mappings, by being mapped to local planar domains;
e surfaces with a singular shape operator; or, equivalently, exhibiting zero Gaussian curvature.

Each of these definitions has been the motivation for new classes of discrete developable meshes in recent
work [1, 2]. We review some of these, propose a novel one, and explore related tools for interactive manipulation,
such as handle deformation, curve folding, cutting and gluing, and others.

Figure 1: Recent advances in geometric modelling of developable
surfaces have produced methods to approximate reference surfaces with piece-
wise developables (left) and with curve-pleated surfaces (right) [2, 3].

Joint work with: Florian Rist, Johannes Wallner, Helmut Pottmann
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Locally refined quad meshing based on convolutional
neural networks
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We discuss a new method for the generation of locally refined finite element meshes using convolutional
neural networks. As a model problem we consider a linear elasticity problem on a two-dimensional domain with
holes that has a polygonal boundary.

When applying a Galerkin discretization using quadrilateral finite elements, one usually has to perform
adaptive refinement to properly resolve maxima of the stress distribution. Such an adaptive scheme requires a
local error estimator and a corresponding local refinement strategy, which leads to a high computational cost.
We propose to reduce the complexity of obtaining a suitable discretization by training a neural network whose
evaluation replaces the adaptive refinement procedure.

The resulting displacement and distribution of stresses depend on the geometry of the domain and on the
boundary conditions. We train a neural network on a large class of possible domains and boundary conditions
from different classes of geometric complexity and we analyze its behavior on unseen data.

In order to process the geometry data independently of the underlying discretization scheme, we interpret
computational domain and boundary conditions as pixelated images. Likewise, the output of the networks is an
grayscale image that predicts the optimal local mesh density distribution. Besides the increased flexibility, this
representation makes it possible to employ powerful network architectures based on convolutional networks.

Joint work with: Chiu Ling Chan, Thomas Takacs.
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Linear-size e-Emulators for Planar Graphs
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We study vertex sparsification for distances, in the setting of planar graphs with distortion: Given a planar
graph G (with edge weights) and a subset of k terminal vertices, the goal is to construct an e-emulator, which
is a small planar graph G’ that contains the terminals and preserves the distances between the terminals up to
factor 1 + €.

We design the first e-emulators for planar graphs of linear size k/ €M) In terms of k, this is a dramatic
improvement over the previous quadratic upper bound of Cheung, Goranci and Henzinger [ICALP 2016], and
breaks below known quadratic lower bounds for exact emulators (the case when € = 0). Moreover, our emulators
can be computed in near-linear time, with applications to fast (1 + £)-approximation algorithms for basic
optimization problems on planar graphs such as minimum (s,t)-cut and diameter.

A central technical contribution is to carry out a spread reduction for the all-terminal-pairs shortest path
problem when the input graph is planar and the terminals all lie on the outerface (called a one-hole instance); the
spread is defined to be the ratio between the largest and the smallest distances between terminals. To construct
an emulator for a one-hole instance G we adapt a recursive split-and-combine strategy. We will attempt to
split the input instance into multiple one-hole instances along some shortest paths that distribute the terminals
evenly. Every time we slice the graph G open along a shortest path P, we compute a small collection of vertices
on P called the portals, that approximately preserve the distances from terminals in G to the vertices on P.
We need the portals to be dense enough so that only a small error term will be added to the distortion of the
emulator after the gluing; at the same time, the number of portals cannot be too large, as they are added to
the terminal set, causing the number of terminals per piece to go down slowly and creating too many pieces.
Even when the original input has a polynomial spread to start with, in general we cannot control the spread of
all the pieces occurring during the split-and-combine process. Thus new ideas are needed. To this end we prove
a combinatorial lemma counting the sum of degrees of big faces in the arrangement of non-crossing shortest
paths within a disk.

Joint work with: Zihan Tan and Robert Krauthgamer.
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Iterative coordinates
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Barycentric coordinates provide a simple way of expressing the linear interpolant to data given at the
vertices of a triangle and have numerous applications in computer graphics and other fields. The generalization
of barycentric coordinates to polygons with more than three vertices is not unique and many constructions have
been proposed [3]. Among them, mean value coordinates in [2] stand out by having a simple closed form and
being well-defined for arbitrary polygons, but they may take on large negative values in the case of concave
polygons, leading to artefacts in applications like shape deformation (see Fig. 1).

We present a modification of mean value coordinates [1] that is based on the observation that the mean
value coordinates of some point v inside a polygon can be negative if the central projection of the polygon
onto the unit circle around v folds over. By iteratively smoothing the projected polygon and carrying over this
smoothing procedure to the barycentric coordinates of v, these fold-overs as well as the negative coordinate
values and shape deformation artefacts gradually disappear, and they are guaranteed to completely vanish after
a finite number of iterations.
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Figure 1: Deformation of a source image (left), obtained by moving six vertices (blue) of the control polygon. The
deformation based on mean value coordinates (k = 0) exhibits severe artefacts, caused by negative coordinate
values. Using iterative coordinates, these deformation artefacts gradually disappear as the number of iterations
increases (k =1,2,3,4).

Joint work with: Chongyang Deng, Kai Hormann.
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Stable Phase Retrieval from Locally Connected
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In finite-dimensional spaces, frames that allow phase retrieval are stable, with a finite stability constant;
yet when one considers nested hierarchies of finite-dimensional approximation spaces these constants tend to
infinity as the dimension grows, possibly suffering a “curse of dimensionality”, i.e. growth may be exponential in
the dimension. In this talk, we will consider the locally stable phase retrieval for frames in infinite-dimensional
or finite-but large-dimensional Banach spaces. To study the local stability of phase retrievable signals, we
introduce the notion of “locally stable and conditionally connected” (LSCC) measurement scheme associated
with frames. We then characterize the phase retrieval stability of the signal by two measures that are commonly
used to quantify the connectivity of the graph: the Cheeger constant and the algebraic connectivity.

Joint work with: Ingrid Daubechies, Nadav Dym, Jianfeng Lu.
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Lattices enumeration via linear programming.
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Given a positive integer d and a(V, ... a("™ m vectors in RY, {kla(l) + ot kpa™ ik, € 7} C R?
is the so-called lattice generated by the family of vectors, or by the matrix A = (a(V]...|a(™) € R¥*™. In
high dimensional integration, prescribed lattices are used for constructing reliable quadrature schemes. The
quadrature points are the lattice points lying on the integration domain, typically the unit hypercube [0,1)¢ or
a shifted hypercube. It is crucial to be able to enumerate the lattice points in such domains inexpensively. Un-
deniably, the lack of fast enumeration procedures hinders the applicability of lattice rules. Existing enumeration
procedures exploit intrinsic properties of the lattice at hand, such as Z-periodicity, orthogonality, recurrences,
ete, e.g. [1, 2, 3, 4]. We present a general-purpose lattice enumeration strategies based on linear programming,
[5]. We demonstrate how to combine duality and parametric linear programming in order to accelerate these
strategies, producing performances comparable to the enumeration strategies that are fine-tuned to special lat-
tices. In addition, we discuss a variety of relaxation and reduction techniques that allow further acceleration of
the introduced algorithms. Numerical experiments in high dimension are also presented.
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Efficient evaluation of Bézier-type objects
and their derivatives
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A linear-time algorithm for computing a point on a polynomial or rational curve in Bézier form with good
geometric and numerical properties has been recently given in [2]. This approach has also found applications in
accelerating the evaluation of Bézier surfaces and even B-spline curves (for details, see [1]). We show that the
method proposed in [2] can be generalized to efficiently compute the quantities R}, (¢), Ry (t),. .., Rglk)(t)7 where
R, is a d-dimensional rational Bézier curve of degree n and ¢ € [0, 1]. Moreover, the algorithm may be adapted
for a more general family of rational parametric objects. Some remarks are given about applying it to Bézier
surfaces.

Joint work with: Pawel Wozny (Institute of Computer Science, University of Wroctaw, Poland)
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Tikhonov Regularization of Circle-Valued Signals
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It is common to have to process signals or images whose values are cyclic and can be represented as points
on the complex circle, like wrapped phases, angles, orientations, or color hues. We consider a Tikhonov-type
regularization model to smoothen or interpolate circle-valued signals defined on arbitrary graphs. We propose
a convex relaxation of this nonconvex problem as a semidefinite program, and an efficient algorithm to solve it.

Let S = {z € C : |z| = 1} denote the complex unit circle. We want to estimate a signal x = (2, )nev,
with values x,, € S, defined on an undirected graph (V, E), where V is the set of nodes and E is the set of
edges, which are sets of two distinct nodes. Typically, we are given a noisy signal y = (yn)nev defined on the
same graph and the sought signal x is a smoothed, or denoised, version of y, which achieves a tradeoff between
closeness to y and smoothness, in some sense.

For real-valued signals, Tikhonov-regularized smoothing consists in solving the following convex problem:
given y = (Yn)nev and nonnegative weights (w,)nev and (Ann'){n,n1er, T = (Tn)nev is the solution to

minimize —(Tn —yn)* + E
TnER:nEV 2
nev {n,n'}ekE

)\n n’
T (2 — ) (1)

We formulate a similar problem for signals  and y with values in S. For this, we adopt a Bayesian view and
replace the Gaussian distribution, whose anti-log-likelihood gives the squared differences in (1), by the von
Mises distribution. This yields the nonconvex problem

minimize wn (1 —R(zpyl)) + A (1 — R(zpz),)), 2
iz 3 wn(1=Rewti)) + 30 o (1 =R )
where R denotes the real part and -* denotes the complex conjugation. The main contribution of this work
is a new convex relaxation of this nonconvex problem, which takes the form of linear minimization over the
product of complex elliptopes. It originates from a fomulation using optimal transport of measures on the circle,
parameterized by a finite number of their Fourier coefficients [2]. The benefits of the proposed approach will be
illustrated with numerical experiments, like the one in Figure 1. This work is described in [1].

[1] L. Condat, “Tikhonov Regularization of Circle-Valued Signals,” preprint arXiv:2108.02602, 2021.
[2] L. Condat, “Atomic norm minimization for decomposition into complex exponentials and optimal transport
in Fourier domain,” Journal of Approximation Theory, vol. 258, Oct. 2020.
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Figure 1: Denoising of a circle-valued image: (a) the ground-truth image, (b) the noisy image, (c¢) the image
denoised with the proposed method, for which the convex relaxation is exact: the image is the exact solution
of the nonconvex problem. All images have their values in S, whose argument in (—m, 7] is displayed using a
cyclic colormap.
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Multiple Multiresolution Analysis for Image
Compression

Mariantonia Cotronei
Universita Mediterranea di Reggio Calabria, Italy
mariantonia.cotronei@unirc.it

We present a technique for compressing images based on their multiple multiresolution decomposition. As
an extension of standard wavelet and wavelet-like approaches, in a multiple multiresolution analysis data are
processed with a tree of filterbanks consisting of filters and decimation matrices that can vary depending on
the level. Our algorithm takes advantage of the redundancy in the transformed image by employing an efficient
selection strategy of the portion of coefficients to be kept while still retaining most of the energy of the data.
Furthermore, our method is able to capture the peculiar anisotropic information of the image while maintaining
a low implementation complexity thanks to an efficient filterbank implementation and to the possibility of
expressing the employed 2-D filters in an almost separable aspect [1, 2].

Joint work with: Dorte Riiweler and Tomas Sauer (Univertitét Passau, Germany).
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Negative curvature obstructs acceleration for
geodesically convex optimization, even with exact
first-order oracles

Christopher Criscitiello
EPFL, Switzerland
christopher.criscitiello@epfl.ch

Optimization on nonlinear manifolds has applications in many areas, including machine learning, statistics,
robotics, imaging and even computational complexity theory. We show that when the underlying manifold is
negatively curved, optimization can be more difficult than in (flat) Euclidean spaces. The talk will provide a brief
introduction to manifolds, curvature, optimization on manifolds and its applications, and Nesterov’s accelerated
gradient method in Euclidean spaces. We will then present our main results, which show that acceleration (in the
sense of Nesterov’s accelerated gradient method) is unachievable in a large class of negatively curved Riemannian
manifolds when the algorithm receives exact gradient and function value information. Our work builds on the
recent work of Hamilton and Moitra [1] who show that acceleration on the class of strongly geodesically convex
functions is unachievable in the hyperbolic plane when the algorithm receives gradients and function values
corrupted by a small amount of noise.

Joint work with: Nicolas Boumal.
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Blending lower-dimensional sparse interpolants

Annie Cuyt
University of Antwerp
Antwerpen, Belgium
annie.cuyt@uantwerpen.be

Multi-dimensional sparse interpolation, as presented in [2], works very well when the underlying physical
phenomenon f(X), X = (x1,...,x4) truly behaves according to the model

n d
FX) =) ajexp((¢5, X)), &5 = (¢j1,--,8ja) €CL (65, X) = djuan
Jj=1 k=1

on the whole d-dimensional space. However, in some particular cases, such as in [1], this model only holds for
lower-dimensional subspaces and thus the method discussed in [2] cannot be applied.

Since the exponential model does hold on lower-dimensional subspaces, one can take advantage of this to
develop a new strategy. We propose to blend the lower-dimensional models into one large model for the whole
space.

Joint work with: Ferre Knaepkens (University of Antwerp, Belgium).
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Image Segmentation Using Hidden Markov Models and
convolutional neural network

DALIMI Hanane
Departement of physics, University Hassan II Casablanca
hanane.dalimi@gmail.com

e Artificial neural networks (ANNs) reflect the behavior of the human brain, allowing computer programs
to recognize patterns and solve common problems in the fields of Artificial Intelligence. Bayesian meth-
ods have been applied in recent years to neural networks by various authors MacKay1992, MacKay92,
Neall1992, Mangi2018, Zhaoying2020, Gao2021.In this work, We propose to use hidden Markov model
(HMM) to weight the fields and finally use convolutional neural network (CNN) segment images. Promis-
ing experiment results are achieved on the RGB-D images.

Joint work with: AFIFI Mohames, AMAR Said.
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Quadrilateral mesh create from a given cross field
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Figure 1: Representation of quadrilateral meshes from two different cross fields

Several high precision schemes with excellent quality and efficiency properties are built on quadrilateral
meshes. However, the automatic generation of quadrilateral meshes with good quality elements is still a chal-
lenge. The method proposed in the article is of great interest with a final mesh structured by block, respecting
the geometry and with good quality elements. However, it has some limitations, such as its unable to produce
on very stretched geometries or on some domains without corners (for example, a 2D ring), a valid cross field
which is the main notion on which the method is based. On the other hand, the variant of the Ginzburg-landau
theory presented in [2] does not allow to deal with non-simply connected domains. In our work, we propose a
new point of view allowing to solve the above mentioned limitations while keeping the structured aspect of the
mesh and opening other possibilities on the generation of the cross field. To do this, our idea is to abstract,
within the method, the generation of the cross-fields from the rest of partitioning process. We give ourselves a
representation field which we then process in order to obtain a partitioning in blocks of 4 sides. We thus obtain
different meshes according to the initial representation field.

More concretely, let Q be a bounded domain and 9 its boundary. We have Q = U;I'; when § is a non-
simply connected domain and T';, Vi denotes the connected components of 9Q2. We give ourselves a cross field
u, such that deg(u., 9Q) = deg(N., 02) where N, is the cross field associated with the normal of 09, [2] and
deg(u., 09), deg(N.,0Q) denote the Brouwer degrees of u. and N, on 0 respectively. We then look for a
field of angle ¢ on 0f2 in order to align u. on N, by the rotation of angle ¢ of u.. Our calculation of ¢ is
inspired by the work presented in [2]. It consists in continuously propagating through the domain the angular
difference between N, and u, which will allow to rectify the initial field and to align it on N.. We strengthen this
correction by introducing a new field w characterized by the formula deg(w,T';) = deg(N,,T';) — deg(u., T;), Vi.
The introduction of this new field w is necessary when the initial cross field u. does not respect the degree
hypotesis presented above. This is especially the case when Q is a non-simply connected domain where the
Brouwer degree hypothesis is not necessarily respected on each connected component of 0.

Our reformulation keeps the interesting property of producing structured block meshes while allowing to benefit
from cross fields coming from the user. In our presentation, we will detail our reinterpretation and explain our
argument with some algorithms, and then show the contribution of our point of view through several examples.
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A framework for bilevel optimization that enables
stochastic and global variance reduction algorithms

Mathieu Dagréou
Université Paris-Saclay, Inria, CEA, Palaiseau, 91120, France
mathieu.dagreou@inria.fr

Bilevel optimization, the problem of minimizing a value function which involves the arg-minimum of another
function, appears in many areas of machine learning such as hyperparameter selection [4], neural architecture
search [3] or Deep Equilibrium Networks [1]. In a large scale setting where the number of samples is huge, it is
crucial to develop stochastic methods, which only use a few samples at a time to progress.

However, computing the gradient of the value function involves solving a linear system, which makes it
difficult to derive unbiased stochastic estimates. To overcome this problem we introduce a novel framework, in
which the solution of the inner problem, the solution of the linear system, and the main variable evolve at the
same time. These directions are written as a sum, making it straightforward to derive unbiased estimates. The
simplicity of our approach allows us to develop global variance reduction algorithms, where the dynamics of all
variables is subject to variance reduction.

In this framework, we propose SOBA, a natural extension of stochastic gradient descent, and SABA, a
natural adaptation of the variance reduction algorithm SAGA [2]. We demonstrate that SABA has O(%)
convergence rate, and that it achieves linear convergence under Polyak-Lojasciewicz assumption. This is the first
stochastic algorithm for bilevel optimization that verifies either of these properties. Numerical experiments on
hyperparameter selection for /?-regularized logistic regression (Figure 1) validate the usefulness of our method.
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Figure 1: Suboptimality gap for hyperparameter selection for #2 penalized logistic regression on IJCNN1 dataset

Joint work with: Pierre Ablin, Samuel Vaiter, Thomas Moreau.
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Spherical cap discrepancy of perturbed lattices under
the Lambert projection

Damir Ferizovié
KU Leuven
damir.ferizovic@kuleuven.be

Given any full rank lattice A C R? and a natural number N, we regard the point set A/N N (0,1)? under
the Lambert map to the unit sphere S?, and show that its spherical cap discrepancy is at most of order N,
with leading coefficient given explicitly and depending on A only. The proof is established using a lemma that
bounds the amount of intersections of certain curves with fundamental domains that tile R?, and even allows
for local perturbations of A without affecting the bound, proving to be stable for numerical applications. A
special case yields the smallest constant for the leading term of the cap discrepancy for deterministic algorithms
up to date.
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From (5, v)-Chebyshev functions of the interval to
(B,~)-Lissajous curves of the square

Francesco Marchetti
Dipartimento di Matematica “Tullio Levi-Civita” - Universita degli Studi di Padova
francesco.marchetti@math.unipd.it

Chebyshev polynomials are a classical topic in scientific literature, and they have been considered in many
fields of research. For example, the related zeros are particularly suitable for polynomial interpolation on the
interval [—1, 1] due to their well conditioning. Moreover, the extrema of Chebyshev polynomials, along with
the set {—1,1}, form the set of Chebyshev-Lobatto (CL) points, which are quasi-optimal interpolation nodes
as well [1, 2]. In [3], we introduced and analysed a new class of (,~)-Chebyshev functions and points, which
can be seen as a generalisation of classical Chebyshev polynomials and points (see Figure 1). The achieved
theoretical findings have been employed in [4] for reducing the effects of both Runge’s and Gibbs phenomena,
in the framework of the fake nodes approach [5].
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Figure 1: Left: an example of Chebyshev polynomial (solid line), Chebyshev points of the first kind (blue circles)
and CL points (red crosses). Centre and right: two examples of (8, ~)-Chebyshev functions (solid line), (8, v)-
Chebyshev points (blue circles) and (8, v)-CL points (red crosses). Depending on the choice of the parameters,
they can be symmetric or not with respect to the origin.

In the square [—1,1]?, unions of tensor-product Chebyshev grids provide sets of nodes that guarantee a
stable polynomial interpolation process and that can be characterised as self-intersection or square-tangency
points of Lissajous curves [6]. This paves the way for the study of (3,~)-Chebyshev grids and for the analysis
of polynomial approximation schemes along (83,7)-Lissajous curves in [—1,1]?, in view of designing a unified
generalised framework.

Joint work with: Stefano De Marchi, Giacomo Elefante.
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Manifold rewiring for unlabeled imaging in large noise

Valentin Debarnot
Univerty of Basel
valentin.debarnot@unibas.ch

In X-ray tomography the task is to reconstruct an unknown density from its projections in a number
of directions. Stable recovery requires a sufficient number of projections and the knowledge of the relative
projection angles. In some applications, however, projection angles are unknown; an important example is single-
particle Cryo-EM. With small or moderate noise it is relatively straightforward to infer the viewing directions
in Cryo-EM [1]. As the noise increases, direction recovery becomes hard. We propose a general graph-learning
framework to recover unknown parameters in Cryo-EM-like problems where the unknown quantity (such as
viewing direction) has a manifold structure.

Concretely, let M denote a smooth manifold and p € P;(M) a probability measure on M. We observe
(very) noisy measurements through a function f : M — RY,

yi = f(0:) +mi, (1)

where 6; g w, and n; RS (0,021 ) is a Gaussian random vector. Put differently, we observe y; B where
7 Jap*N(0,0%Ix), f4p denotes the pushforward of u by f, and % is the convolution of measures.

Fig. 1 shows an embedding of 3D Cryo-EM projections. The underlying metric quotients out the so-called
in-plane rotations so the embedding lives on SO(3)/S! ~ S? rather than SO(3) [2]. The function f corresponds
to the 3D X-ray transform and the underlying manifold is M = S? | see Fig. la. In the absence of noise, the
parameters (6;); on the sphere can be deduced from the graph Laplacian embedding of the measurements (y;);;
Fig. 1b. For large noise, the graph Laplacian embedding collapses and the relative position of the observation
cannot be deduced; Fig. 1c.

This is because the noisy neighborhood graph contains false and misses true links. We propose to use the
recent WalkPooling neural network architecture [3] to denoise the K-NN graph. The WalkPooling architecture
captures the topological properties of M by learning to construct graphs from points sampled from the distri-
bution p. This leads to significant improvements in embedding quality and enables reconstruction at extreme
noise levels; Fig. 1d.

(a) Underlying manifold: S?. (b) Noiseless embedding.  (c) Noisy embedding(0dB). (d) WalkPooling (0dB).

Figure 1: Single particle 3D cryo-EM motivation example: the measurments are function of parameters in
S2. The Graph-Laplacian embedding allows to retrieve the relative position of each projection only using
WalkPooling to denoise the graph.

Joint work with: Ivan Dokmani¢, Vinith Kishore, Cheng Shi.
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Blind inverse problems with isolated spikes

Valentin Debarnot
Univerty of Basel
valentin.debarnot@unibas.ch

Assume that an unknown integral operator living in some known subspace is observed indirectly, by eval-
uating its action on a discrete measure containing a few isolated Dirac masses at an unknown location. Is
this information enough to recover the impulse response location and the operator with a sub-pixel accuracy?
We study this question and bring to light key geometrical quantities for exact and stable recovery. We also
propose an in depth study of the presence of additive white Gaussian noise. We illustrate the well-foundedness
of this theory on the challenging optical imaging problem of blind deconvolution and blind deblurring with
unstationary operators.

This work is based on the preprint [1].

Joint work with: Pierre Weiss.
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A checkerboard pattern approach to isothermic surfaces

Felix Dellinger
TU Vienna; TU Graz
felix.dellinger@tuwien.ac.at

A checkerboard pattern is a quadrilateral net with Z? combinatorics where every second face is a parallelo-
gram. Such a mesh can be easily obtained through midpoint subdivision from a general quadrilateral net. The
structure of a checkerboard pattern is very suitable to describe discrete differential geometric properties of the
net. In particular, we can use it to consistently define conjugate nets, principal curvature nets, a shape operator
and Koenigs nets.

We find that the class of discrete principal curvature nets is invariant under Mobius transformations and
can be studied in the projective model of Mobius geometry. Koenigs nets are exactly those nets that allow
a discrete dualization. Analogously to the smooth case, they can be characterized by the existence of certain
osculating conics (compare [1]) or by the equality of their Laplace invariants.

Isothermic nets can then be characterized as Koenigs nets that are also principal curvature nets. Again we
can transform them using the Mo&bius transformation or dualization. The combination of both allows us to
easily create examples of discrete minimal surfaces and their Goursat transformations.

Figure 2: An isothermic checkerboard pattern on a discrete version of the Enepper surface.
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Weighted least-squares approximation in expected L*
norm

Matthieu Dolbeault
Sorbonne Université
matthieu.dolbeault@sorbonne-universite.fr

We investigate the problem of approximating a function u in L? with a linear space of functions of dimension
n, using only evaluations of w at m chosen points, with m of the order of n. A first approach [2], based on
weighted least-squares at i.i.d random points, provides a near-best approximation of w, but requires m of
order nlog(n). To reduce the sample size while preserving the quality of approximation, we need a result on
sums of rank-one matrices from [3], which answers to the Kadison-Singer conjecture. The results presented
here, expressed in expected L? norm of the approximation error, can be found in [1] and will be compared to
alternative approaches [4, 5].

Joint work with: Albert Cohen.
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Multivariate Up-like Functions
Nira Dyn
School of Mathematical Sciences, Tel Aviv University, Israel

1

This talk presents the generation of multivariate C'°*° functions with
coompact small supports by non-stationary subdivision schemes. Follow-
ing the construction of such a univariate function, called ”Up function”, by
a non-stationary scheme based on masks of stationary schemes generating
B-splines of growing degrees, we term the multivariate functions we generate
Up-like functions, and generate them by non-stationary schemes based on
masks of stationary schemes generating box-splines of growing supports .

To analyze the convergence and smoothness of these non-stationary
schemes, we develped new tools for analyizing convergence and smooth-
ness of certain classes of non-stationary schemes which are wider than the
class of schemes generating Up-like functions. These new tools are also pre-
sented in the talk, as well as a method for achieving small compact supports,
by which we obtain in the univariate case Up-like functions with supports
[0,1 + €], with e arbitrarily small, in comparison to the support [0, 2] of the
Up function.

Joint work with: Maria Charina, Costanza Conti

niradyn@tauex.tau.ac.il
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(C? quartic splines on mixed macro-structures

Salah Eddargani
MISI Laboratory, Hassan First University of Settat, Settat 26000, Morocco
s.eddargani@gmail.com

The polynomial spline functions defined on triangulations are tools widely used in many different fields,
both theoretical and applied [1]. Tt is well known that C"-regularity of a spline on a given triangulation is
obtained if all derivatives up to order 2r at the vertices of the triangles, in which case the degree must be
greater than or equal to 4r + 1 [2]. As in practice it is essential to use splines of the lowest degree for a given
class, different finite elements obtained by subdividing every triangle have been introduced and analysed in the
literature, among them the Clough-Tocher (3-CT), Powell-Sabin (6-PS) and Morgan-Scott (MS-) splits [3, 4, 5],
so that C? smoothness results, for minimum degrees 6, 5 and 5, respectively. The construction of C?-continuous
quartic splines on a triangulation endowed with a mixed split consisting of macro-triangles with PS-6 or Modified
Morgan-Scott (MMS-10) refinements is addressed. Indeed, in [5, 6] it is proved that under a certain geometrical
conditions between macro-triangles and edge split points, the space of almost C?-continuous splines introduced
in [7] becomes a subspace of the space of C?-continuous functions. Joining the opposite vertices of every two
triangles sharing an edge gives, in general, a mixed-type triangulation in the above sense. This procedure may
result in a PS-6 refinement or an MS-split, from which an MMS-10 split is easily obtained.

For the mixed-type sub-triangulation, the construction of a basis of B-spline-like functions will be provided
to establish a suitable representation of the C?-continuous functions of the space.

Joint work with: Domingo Barrera Rosillo.
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Influence of Monte-Carlo sampling on the convergence
rates of greedy algorithms for reduced-basis methods
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virginie.ehrlacher@enpc.fr

In this talk will be presented recent results about the mathematical study of the algorithm proposed in [1]
where the authors proposed a variance reduction technique for the computation of parameter-dependent ex-
pectations using a reduced basis paradigm. We study the effect of Monte-Carlo sampling on the theoretical
properties of greedy algorithms which were established in the ideal case in [3]. In particular, using concentration
inequalities for the empirical measure in Wasserstein distance proved in [2], we provide sufficient conditions on
the number of samples used for the computation of empirical variances at each iteration of the greedy procedure
to guarantee that the resulting method algorithm is a weak greedy algorithm with high probability. These the-
oretical results are not fully practical and we therefore propose a heuristic procedure to choose the number of
Monte-Carlo samples at each iteration, inspired from this theoretical study, which provides satisfactory results
on several numerical test cases

Joint work with: Mohammed-Raed Blel, Tony Lelievre.
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Empirical adaptive Galerkin FEM for parametric PDEs

Martin FEigel
WIAS

eigel@wias-berlin.de

Adaptive stochastic Galerkin FEM (ASGFEM) with residual based a posteriori error estimation have shown
to exhibit optimal convergence in practice for some standard parametric PDEs. However, their implementation
is rather involved and requires significant effort when different problems should be tackled.

Motivated by recent results with empirical low-rank tensor regression in the framework of statistical learning,
we examine a non-intrusive reconstruction method that only uses samples of the solution and yields the Galerkin
projection with high probability. This can be seen as an easy to apply generalization of deterministic ASGFEM.
For the sum of error and estimator, the proposed adaptive algorithm can be shown to converge.

To realize the error estimator, a sufficiently accurate tensor representation of the coefficient is required,
which easily becomes challenging for instance when it is defined as an exponential function. We consider this
common case and recall that it corresponds to the solution of a differential equation. It hence can be computed
by means of a Petrov-Galerkin method for which error estimators are presented.

Joint work with: Nando Farchmin (PTB), Philipp Trunscke (Centrale Nantes).
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We investigate the maximum distance of a rank-two tensor to rank-one tensors. An equivalent problem is
given by the minimal ratio of spectral and Frobenius norm of a tensor. For matrices the distance of a rank k
matrix to a rank » matrices is determined by its singular values, but since there is a lack of a fitting analog of
the singular value decomposition for tensors, this question is more difficult in the regime of tensors. We extend
the results in [1] and show that the distance of a rank-two tensor A of order d to the set of rank-one tensors is

bounded by
in [|[A—BJF<1/1 1 L d71||AH
ral?ﬁ%??:l F d P

where || - || is the Frobenius norm. It is in particular remarkable that the constant in the right-hand side is

uniformly bounded by /1 — (1 — %)d_l <4/1— é and is again sharp for d — co. We therefore have a bound
for the distance of a rank-two tensor of any order to the set of rank-one tensors.

Joint work with: André Uschmajew.
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Intrinsic versus extrinsic dimensionality of ground truths
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Neural networks tend to be particularly successful in scenarios where the data points are high-dimensional.
The learned neural network then, by it’s nature, represents a function defined for any input in a high-dimensional
space. Thus it is natural to also think of the ground truth as a function on a high-dimensional domain when
considering it’s approximation by neural networks. However, looking at, e.g., image data we can be quite sure
that most potential inputs will never actually appear in any relevant task (e.g. in the case of images, only a
tiny subset of all possible configurations of pixel values will produce a humanly meaningful picture).

In particular one might argue that interesting ground truths need to be of significantly lower complexity, i.e.
intrinsic dimensionality, than the dimensionality of their input allows (even under other assumptions on their
simplicity as, e.g., some kind of smoothness). One could now be so bold to go further and conjecture that, in
fact, this combination of low intrinsic and high extrinsic dimensionality is a key prior which allows for succ