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Optimal transport provides a geometrically intuitive Lagrangian way of comparing distributions by mass
rearrangement. The metric can be approximated by representing each sample as deformation of a reference
distribution. Formally this corresponds to a local linearization of the underlying Riemannian structure. When
combined with subsequent data analysis and machine learning methods this new embedding usually outperforms
the standard Eulerian representation. We show how the framework can be extended to the unbalanced Hellinger–
Kantorovich distance to improve robustness to noise and mass fluctuations.
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